Balancing Thread-level and Task-level Parallelism for Data-Intensive Workloads on Clusters and Clouds

Olivia Choudhury, Dinesh Rajan, Nicholas Hazekamp, Sandra Gesing, Douglas Thain, Scott Emrich
Department of Computer Science and Engineering
University of Notre Dame
{ochoudhu, dpandiar, nhazekam, sgesing, dthain, semrich}@nd.edu

Abstract—The runtime configuration of parallel and distributed applications remains a mysterious art. To tune an application on a particular system, the end-user must choose the number of machines, the number of cores per task, the data partitioning strategy, and so on, all of which result in a combinatorial explosion of choices. While one might try to exhaustively evaluate all choices in search of the optimal, the end user's goal is simply to run the application once with reasonable performance by avoiding terrible configurations. To address this problem, we present a hybrid technique based on regression models for tuning data intensive bioinformatics applications: the sequential computational kernel is characterized empirically and then incorporated into an ab initio model of the distributed system. We demonstrate this technique on the commonly-used applications BWA, Bowtie2, and BLASR and validate the accuracy of our proposed models on clouds and clusters.

I. INTRODUCTION

Determining an optimal runtime configuration of parallel and distributed applications is a challenging task. To tune an application on a particular system, the end-user is confronted with a wide array of controls: number of machines, number of cores per task, partitioning the data, task scheduling strategies, and so forth. It is customary in academic papers to perform an exhaustive exploration of these parameters, and then select a configuration which is optimal under some limited set of circumstances. Any change to the machines, the network, or the workload itself could result in poor performance, often orders of magnitude worse than what is achievable. From the user’s perspective, running an application multiple times to obtain a performance curve is a waste of time.

Therefore, when designing distributed applications, our objective should be to achieve acceptable performance the first time by avoiding extremely bad configurations. It is impossible to provide a comprehensive model for programs of arbitrary structure. (This is simply the halting problem.) Fortunately, users in a given area of study often use similar computational patterns over and over again, which gives us an opportunity to develop a model that is highly effective within a given application domain. For example, in the realm of bioinformatics applications, many tools have the form of a database search: a program performs a search for a query pattern within a database of genomic strings. These tools are typically transformed into parallel applications by partitioning the query and/or the database, and then running multiple instances of the local multithreaded program in parallel.

Fig. 1: Impact of multi-level concurrency (thread-level parallelism) and distributed computing (task-level parallelism) on the execution time of a data-intensive workload. Selecting a good runtime configuration can optimize resource utilization.

We present a regression model-based technique to infer optimal runtime configurations and predict execution time and resource consumption for a data-intensive workload. We perform black-box analysis of the multithreaded program (computational kernel) to determine its execution time and memory usage relative to sizes of query and database, and local concurrency. Once obtained, this model is embedded in an abstract model of the distributed system that incorporates data partitioning, data movement, and the tradeoff between local and distributed concurrency.

We show the effectiveness of our proposed approach in three commonly used bioinformatics applications BWA [1], Bowtie2 [2], and BLASR [3] that are widely used in production to study cancer [4] and variation-detection in general [5]. In all the cases, our proposed models accurately predict execution time and resource consumption. The optimal configurations identified by the models also enable cost-efficient...
II. METHODS

In the realm of bioinformatics, millions of next generation sequencing (NGS) data, called reads, are often compared to the genome of a related species (reference) for further biological analysis. For the short read aligners BWA and Bowtie2, we use the genome of mosquito *Culex quinquefasciatus* [6] (562 MB in size) as reference and simulated sequences as query for these tools. Since BLASR aligns long reads to a reference genome, we consider the *Anopheles gambiae* S form genome [7] (230 MB in size) as reference and PacBio sequenced data of size 1 GB as query. We use the flexible master-worker framework WorkQueue [8] to develop distributed versions of the applications. We utilize shared computing resources from the Sun Grid Engine as workers, and an Intel x86 machine with 12-cores and 64 GB memory as the master server.

For the application-level model, we collect 343 data points from varying sizes (in GB) of reference (R) and query (Q) data, and number of threads (N) for each application. Similarly, for the system-level model we vary number of tasks or granularity value (K) and number of cores used by each task (N) to record execution time and memory consumption. We randomly select two-thirds of the data for training the regression models and the rest for testing. From the training set of 230 data points, we randomly select unique subsets of size 100 each to train the models and compute the optimal coefficients $\beta^*$, $\gamma^*$, $\eta^*$, and $\phi^*$. We then use these coefficients to measure the accuracy of our model on the test data.

A. Application-level model for execution time

The time to execute a BWA, Bowtie2 or BLASR task is given by

$$T(R, Q, N) = \beta_1 \frac{RQ}{N} + \beta_2,$$

where $\beta = [\beta_1 \beta_2]^T$ are regression coefficients. The scalar $\beta_2$ signifies the fraction of the program that cannot be parallelized (discussed in section III-A). We compute the optimal regression coefficient $\beta^*$ using the method discussed in [9].

B. Application-level model for memory usage

As the memory consumed is independent of query size [10], this model is not considerably impacted by the query data. Using previous notations, the model to estimate the memory usage of the applications is

$$M(R, N) = \gamma_1 R + \gamma_2 N,$$

where $\gamma = [\gamma_1 \gamma_2]^T$ are regression coefficients. Similarly, we calculate the optimal regression coefficients $\gamma^*$.

C. System-level model for execution time

Let $T_S$, $T_{In}$, $T_{Out}$, and $T_J$ be the times to split a workload, transfer input files to workers, return output files to master, and join outputs, respectively. If $T_{Tasks}$ is the time required to execute $K$ tasks, then the total execution time, $T_{total}$ is

$$T_{total} = \eta_1 T_S + \eta_2 T_{In} + \eta_3 T_{Tasks} + \eta_4 T_{Out} + \eta_5 T_J,$$

where $\eta = [\eta_1 \ldots \eta_5]^T$ are the regression coefficients. $T_S$, $T_J$ depend on the data size, granularity value, and speed (D) of the disk, whereas $T_{In}$, $T_{Out}$ depend on the data transferred and network bandwidth (B). We split the query into $K$ subsets, align each $\left(\frac{Q}{K}\right)$ to the reference, and then join the outputs (O) [11]. Let $M$ and $C$ be the number of available machines and cores per machine, respectively. For a finite number of usable cores $P$, if $P \leq MC$, there are more available resources than required. If $P > MC$, re-utilization of resources can limit the extent of parallelism. Thus, a key feature in minimizing $T_{total}$ in

$$T_{total} = \eta_1 \frac{QK}{D} + \eta_2 \left(\frac{Q}{B} + \frac{RKN}{BC}\right)$$

$$+ \eta_3 T(R, \frac{Q}{K}, N) \times \frac{KN}{MC} + \eta_4 \frac{Q}{B} + \eta_5 \frac{OK}{D}$$

is to determine optimal $K$ and $N$. We calculate optimal regression coefficients $\eta^*$.

D. System-level model for memory usage

The memory required for splitting the workload and joining the outputs depend on the data sizes. As these operations run locally on the master server, we define the memory needed at the master server

$$M_{Master}(R, Q) = \phi_1 R + \phi_2 Q,$$

where $\phi = [\phi_1 \phi_2]^T$ are regression coefficients.

We evaluate the optimal coefficients $\phi^*$. Recall that the memory required by each worker is computed using (2).

III. RESULTS

For training the models, from 230 data points, we randomly select $10^4$ unique subsets, each of size 100. The Central Limit Theorem ensures that the distribution of $10^4$ subsets is arbitrarily close to a normal/Gaussian distribution. For each subset, we train the regression models and evaluate optimal coefficients $\beta^*$, $\gamma^*$, $\eta^*$, and $\phi^*$ which we use to estimate the execution time and memory usage of the models using the testing data. We compare the estimated and empirical values in Table I for different parameter configurations. The low mean absolute percentage error (MAPE) indicates that our regression models predicts the execution time and memory with high accuracy. Figures depicting the behavior of the models can be found in the technical report (https://curate.nd.edu/concern/generic_files/0r967368133).
For a given configuration of instances (number of cores and the use of more threads reduces the overall execution time: maximize parallelism and efficiency, respectively. Although the speedup is not proportionally improved beyond a certain number of threads, as discussed in [12]. In (1), \( \beta_1 \) denotes the fraction of the program that cannot be parallelized with more threads whereas \( \beta_2 \) signifies the fraction of the program that cannot be parallelized, including the overhead of using multiple threads.

Data-intensive applications often split data-parallel workloads into smaller, independent tasks that are executed in parallel. As the number of tasks increases, the corresponding execution time can decrease while sufficient resources are available. It is important to determine an optimal granularity value that would maximize the overall performance of the application while factoring in the additional overhead of splitting the workload, transferring data across the network, and carefully merging the individual outputs. These overheads are considered in the formulation of (3).

While decomposing a workload into multi-core tasks, it is crucial to find an optimal number of tasks and threads which maximize parallelism and efficiency, respectively. Although the use of more threads reduces the overall execution time of an application, the efficiency is not considerably improved. For a given configuration of instances (number of cores and threads, as discussed in [12]. In (1), \( \beta_1 \) denotes the fraction of the program that cannot be parallelized with more threads whereas \( \beta_2 \) signifies the fraction of the program that cannot be parallelized, including the overhead of using multiple threads.

### Table I: Mean absolute percentage error (MAPE) of application-level and system-level models for time and memory on the test data for various parameter configurations. We compare empirical data for time and memory with model-predicted values to measure error. For BWA and Bowtie2, the sizes of R varied between 50 MB and 562 MB and Q varied between 500 MB and 14 GB. For BLASR, R varied between 50 MB and 230 MB, whereas Q varied between 100 MB and 1 GB. For all the tools N varied between 1 and 16.

<table>
<thead>
<tr>
<th>Model</th>
<th>Application</th>
<th>Configuration</th>
<th>MAPE(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Application-level</td>
<td>BWA</td>
<td>Vary R, Fix Q,N</td>
<td>3.4</td>
</tr>
<tr>
<td>Model for Time</td>
<td></td>
<td>Vary Q, Fix R,N</td>
<td>3.8</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Vary N, Fix R,Q</td>
<td>2.6</td>
</tr>
<tr>
<td>Bowtie2</td>
<td></td>
<td>Vary R, Fix Q,N</td>
<td>1.6</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Vary Q, Fix R,N</td>
<td>2.2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Vary N, Fix R,Q</td>
<td>1.3</td>
</tr>
<tr>
<td>BLASR</td>
<td></td>
<td>Vary R, Fix Q,N</td>
<td>4.3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Vary Q, Fix R,N</td>
<td>5.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Vary N, Fix R,Q</td>
<td>3.6</td>
</tr>
<tr>
<td>Application-level</td>
<td>BWA</td>
<td>Vary R, Fix N</td>
<td>3.9</td>
</tr>
<tr>
<td>Model for Memory</td>
<td></td>
<td>Vary N, Fix R</td>
<td>3.3</td>
</tr>
<tr>
<td>Bowtie2</td>
<td></td>
<td>Vary R, Fix N</td>
<td>2.6</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Vary N, Fix R</td>
<td>1.9</td>
</tr>
<tr>
<td>BLASR</td>
<td></td>
<td>Vary R, Fix N</td>
<td>4.7</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Vary N, Fix R</td>
<td>4.2</td>
</tr>
<tr>
<td>System-level</td>
<td>Vary K, Fix R,Q,P</td>
<td>2.1</td>
<td></td>
</tr>
<tr>
<td>Model for Time</td>
<td></td>
<td>Vary N, Fix R,Q,P</td>
<td>2.7</td>
</tr>
<tr>
<td>System-level</td>
<td>Vary R, Fix Q</td>
<td>2.5</td>
<td></td>
</tr>
<tr>
<td>Model for Memory</td>
<td></td>
<td>Vary Q, Fix R</td>
<td>3.3</td>
</tr>
</tbody>
</table>

**TABLE II:** Comparison of performance for different configurations (K and N) and their corresponding cost estimation based on Amazon EC2 and Microsoft Azure-based pricing. MP = Model predicted, AEE = Amazon EC2 estimated, MAE = Microsoft Azure estimated. The system-level model for time proves to be cost-efficient. Using optimized number of tasks and cores per task can save the cost incurred in harnessing commercial cloud-based resources.

<table>
<thead>
<tr>
<th>Cores</th>
<th>Tasks</th>
<th>MP Time</th>
<th>Speedup</th>
<th>AEE Cost</th>
<th>MAE Cost</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>360</td>
<td>70</td>
<td>6.6</td>
<td>50.4</td>
<td>64.8</td>
</tr>
<tr>
<td>2</td>
<td>180</td>
<td>38</td>
<td>12.9</td>
<td>25.2</td>
<td>32.4</td>
</tr>
<tr>
<td>4</td>
<td>90</td>
<td>24</td>
<td>19.5</td>
<td>18.9</td>
<td>32.4</td>
</tr>
<tr>
<td>8</td>
<td>45</td>
<td>27</td>
<td>17.3</td>
<td>18.9</td>
<td>32.4</td>
</tr>
</tbody>
</table>

A. **Multi-level Concurrency**

The execution time of a computation-heavy workload reduces with multiple computing threads, although the speedup is not proportionally improved beyond a certain number of threads, as discussed in [12]. In (1), \( \beta_1 \) denotes the fraction of the program that can be parallelized with more threads whereas \( \beta_2 \) signifies the fraction of the program that cannot be parallelized, including the overhead of using multiple threads.

B. **Task-level Parallelism**

Data-intensive applications often split data-parallel workloads into smaller, independent tasks that are executed in parallel. As the number of tasks increases, the corresponding execution time can decrease while sufficient resources are available. It is important to determine an optimal granularity value that would maximize the overall performance of the application while factoring in the additional overhead of splitting the workload, transferring data across the network, and carefully merging the individual outputs. These overheads are considered in the formulation of (3).

C. **Balancing Multi-level Concurrency and Task-level Parallelism**

While decomposing a workload into multi-core tasks, it is crucial to find an optimal number of tasks and threads which maximize parallelism and efficiency, respectively. Although the use of more threads reduces the overall execution time of an application, the efficiency is not considerably improved. For a given configuration of instances (number of cores and threads, as discussed in [12]. In (1), \( \beta_1 \) denotes the fraction of the program that cannot be parallelized with more threads whereas \( \beta_2 \) signifies the fraction of the program that cannot be parallelized, including the overhead of using multiple threads.

D. **Using Optimal Number of Instances**

For considerably large number of tasks, it might be appealing to use as many nodes or instances as possible to reduce execution time. Assuming a single instance is associated with each task, if the number of tasks is lower than the number of available instances, the total cost can be reduced. On the other hand, if the number of tasks is higher than the number of available instances, the total cost transferred can be reduced if shared data between tasks is cached, as made possible by our implementation.

E. **Reducing Cost of Operation**

Many cloud computing services allows users to select resources with differing base costs. Users must ensure utilization of less resources as well as for a shorter duration to minimize cost. For example, although the price of an 8-core instance per hour may be higher than a 4-core instance, the speedup obtained from using an 8-core instance may prove to be more cost-efficient. We also consider the case where customers pay for the entire instance hour, although the resources were used for a fraction of the time bought. Determining an optimal runtime configuration leads to cost saving. In Table II, we compare and contrast the computation cost of the test workload using our model-estimated optimized parameters (Cores=4, Tasks=90) and set of default parameters for popular utility services like Amazon EC2 and Microsoft Azure [13]. Our model is demonstrated to perform at the lowest overall cost.

**IV. RELATED WORK**

Several frameworks exist for the development and execution of large-scale applications. Hadoop [14], an open-source implementation of the MapReduce programming paradigm [15] is widely used for data-intensive applications. Dryad [16] provides a programming framework and distributed execution
engine for DAG-based workloads. CIEL [17] extends the programming and execution model to support dynamic data dependencies and arbitrary data-dependent control flows. Contrary to this, we develop a hybrid technique that determines optimal runtime configurations to minimize utilization of cloud or cluster-based resources. Some scheduling techniques [18]–[20] address the challenge of reducing resource utilization in a distributed system while maintaining fairness at the underlying hardware level. We optimize resource utilization and cost by exploring the trade-off between parallelism achieved from multi-level concurrency and distributed computing. Models designed for performance prediction plays a significant role in efficient management and operation of workloads on a distributed system [21]. As noted in [22], [23], it is important to strike a balance between the number of computational resources used and the duration of their usage. Although earlier studies [24]–[26] have implemented different Machine Learning algorithms to predict resource utilization, we develop a two-tiered hybrid model using holdout sampling and linear regression to detect the sweet spot between thread-level and task-level parallelism.

V. CONCLUSION

We have discussed and addressed the problem of balancing thread-level parallelism and task-level parallelism for data-intensive workloads on clusters and clouds. We observe that utilizing more computational threads does not necessarily improve speedup and efficiency. Similarly, splitting a large workload into multiple parallel tasks incurs high overhead costs which decelerates computation. Moreover, poor utilization of individual resources may prove prohibitive. In this paper, we developed a predictive modeling methodology that considers relevant constraints while solving the multi-variable optimization problem of determining runtime configuration. We test our models on arbitrarily selected data and demonstrate its predictive capability at high accuracy.
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