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Abstract

Workflow management systems are commonly used 1n scientific computing to

Mufasa is a Scheduler for Many Workflows

process large amounts of data in parallel. These workflows often interact with a batch Data
system to allocate resources on a cluster. However, a research campaign rarely relies gt SO Sources st '; ion
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may create a stampede of workflows that overwhelms either the head node or the i = \_ ) e J
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cluster. This necessitates a meta-workflow scheduling algorithm that manages the = A ﬁ 4 3 | | | T
ensemble and prevents stampeding. We have created Mufasa as a prototype [ S i grw— . . J
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meta-worktlow manager to address these resource management 1ssues. We evaluate 5-load"; 40% Monitor < > Roadaii
the effecti £ Muf , ¢ o diff ¢ d sh that “clus-mem": 70% Filesystem . : < e incl e ﬁ Cluster
¢ effectiveness of Mufasa by stressing different resources, and show that resource File System

consumption does not exceed any of the system limits. — B
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