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Abstract— We propose and implement a parameter sweep
framework built upon a fault tolerant, massively parallel, peer-to-
peer infrastructure. Our framework is composed of a scheduling
algorithm based on the Particle Swarm Optimization algorithm
and peer-to-peer storage and query functionality, built on the
Pastry peer-to-peer framework. The Particle Swarm Optimiza-
tion algorithm is a perfect fit for a fault tolerant, distributed
environment, as it is able to steer the simulations using local
information and minimal communication. PSO is naturally fault
tolerant through redundancy and an underlying structure of
neighborhoods. Building query and storage functionality on top
of a peer-to-peer network addresses scalability of the number of
compute nodes.
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1. INTRODUCTION

Simulation has become a fundamental tool for scientists.
Computational simulations have helped to push the boundary
of knowledge in pharmaceutical research, climate modeling,
global economics and countless other fields. Often when
developing simulations, scientists are confronted with a huge
parameter space and very little notion of reasonable values.
This necessitates a parameter sweep, the running of many
simulations in order to determine reasonable values. This type
of work is often highly parallelizable and very time consum-
ing. Additionally, given a large parameter space, enumeration
of every possible combination of parameters is out of the
question. This suggests a need for an adaptive scheduling
algorithm that can steer a parameter sweep towards interesting
regions. In this paper, we seek to provide such a framework.
We introduce a swarm intelligence-based approach that is
highly decentralized, fault tolerant and yet yields excellent
results.

Our framework provides a decentralized, fault tolerant ap-
proach to exploring complex parameter spaces. It extends the
work that others have done [1][2][3], but differs in several im-
portant ways from these other efforts. The AppLeS Parameter
Sweep Template [1] provides a centralized scheduler, which
provides better steering performance than our approach, but is
subject to the limitations of a centralized system, such as limit
scalling. The Organic Grid [3] arranges computational nodes
in a hierarchy, which requires enormous effort to maintain.

Patisserie is built upon a peer-to-peer network and is resilient
to network change. The SOMCP2PN framework [2] is very
close to our work, but provides a novel scheduler that has
not been peer-reviewed to the level of the Particle Swarm
Algorithm. We present a more in-depth discussion of related
research in Section 8.

Our target application is a simulation that has a large param-
eter space and for which there exists some type of objective
function. The fitness value for a set of parameters is a result of
the objective function and is used in the global optimization
process. An objective function could be the minimization of
resting energy of one protein conformation, for example. We
do not currently consider cases where the transmission of
input/output data is a limiting factor. Nor do we rely on
a master/worker relationship, which we feel presents certain
challenges in an unreliable computational network.

We demonstrate the functionality of our framework with
canonical examples from optimization. We evaluate the per-
formance and scalability of our system. Finally we comment
on the strengths and weaknesses of the system and lay out a
series of extensions that will make the system more useful to
researchers.

2. PATISSERIEFRAMEWORK OVERVIEW

Our goal is to provide a simulation framework that scales
well, offers robust fault tolerant performance, provides decen-
tralized scheduling of simulations and allows researchers to
locate and retrieve relevant simulation results. We built our
framework on top of the Pastry peer-to-peer framework, giving
us a peer-to-peer foundation. We implemented a decentralized
Particle Swarm Optimization algorithm for scheduling simu-
lations. And we created a Query API for managing simulation
results. Together these components provide a coherent, well-
matched ensemble enabling parameter sweeps on a massive
scale.

The Patisserie framework is composed of three core com-
ponents: the peer-to-peer network, the particle swarm op-
timization scheduling algorithm, and the simulation results
manager. The peer-to-peer network provides functionality for
sending and receiving network messages between compute
nodes; peer-to-peer networks have the capability to scale to
a massive number of nodes because no single node requires



global knowledge of the network. The particle swarm opti-
mization scheduling algorithm runs on each compute node
and determines the set of parameter values for the next run
of the simulation on that compute node. Finally, after a
single simulation run finishes on a compute node, results are
produced in both raw data form and as summary metrics; the
management of these results require them to be stored so that
the user may query the results at a later time. In the following
sections, we will describe each component in more detail.

3. PARTICLE SWARM OPTIMIZATION SCHEDULING

Particle swarm optimization (PSO) is a swarm intelligence-
based approach to optimization where a collection of au-
tonomous particles “fly” through a parameter space, exploring
it in loose cooperation[4]. Swarm intelligence refers to the
ability of groups of simple agents with limited communication
to cooperate and create complex behaviors. PSO is an example
of a complex adaptive system, which can be characterized as a
system where a large number of autonomous agents cooperate
using simple local rules to accomplish a global task. In the case
of PSO, the particle agents communicate their best observed
value to the other agents. This best observed value is used
by other agents as a target, they create a vector from their
current position to the best position, add some random noise,
and this vector determines their new location in the parameter
space. The attractiveness of a swarm approach is that it is
decentralized, highly fault tolerant (achieved via redundancy),
requires, in its simplest form, limited communication and
achieves good results. Each of these criteria are important in
a decentralized, peer-to-peer simulation environment.

3.1. Particle Swarm Optimization: The Algorithm

The fundamental element of the PSO algorithm is a particle.
A particle is essentially an agent that has three roles: It holds
a parameter list which is its “location” in state space, it has a
method for moving from its current location to a new location
and it has a neighbor relationship with one or more other
particles whereby information is passed back and forth. Each
particle represents its location as a vector of values (usually
integers or real numbers, in some cases binary or categorical
values). In order to explore search space effectively, it is
important for the agent to store another vector of values
corresponding to the most fit point it has visited thus far.
This “best” value is used in the selection of a new location to
evaluate. When a new best value is encountered, the particle
will alert its neighbors by sending a message with the location
and evaluation of that vector. The standard procedure for
iterating from one location to another is as follows. For each
value in the position vector, compute its velocity according to
Equation 1 (As given in [4]).

vid(t) = vid(t−1)+ϕ1(pid−xid(t−1))+ϕ2(pgd−xid(t−1))
(1)

Theϕ terms simply represent positive values that are taken
from a uniform random distribution and satisfyingϕ1 +ϕ2 =
4. The valuespid and pgd are the values from the particle’s

personal best vector and from its neighbors’ best vector,
respectively. The valuexid(t − 1) is the associated value in
the particle’s current position vector. Oncevid(t) has been
calculated, it is important to make sure that it falls within the
acceptable range of velocities. The velocity must be damped
to keep the particle from oscillating out of control. Here the
standard practice is to select a value,Vmax and restrict the
velocity to−Vmax ≤ v(t) ≤ Vmax. Equation 1 demonstrates
how the particle’s velocity is affected by its current position,
the best location that it has personally visited and the best
location visited by one of its neighbors.

In order to finally create a location vector for its next
position, the particle simply adds the velocity vector to its
current position vector. The velocity vector is stored for use in
the next iteration of the algorithm. The particle’s old position
vector is discarded, unless it evaluates to a new personal best,
in which case it is stored as the personal best vector.

Implicit in this definition of a particle is the existence of
a method of translating the particle’s position into a fitness
value. The fitness value helps to direct the particle’s flight
through the search space. The particle need not be in control
of the evaluation, a black box will suffice. The particle is only
concerned with the resulting fitness value and not with the
manner of the evaluation. This property is another attractive
feature of the PSO algorithm.

3.2. The PSO Algorithm in a Peer-to-Peer Context

Our approach to scheduling uses the standard particle swarm
optimization, with a few small changes required by the nature
of the distributed system. Here, each computational agent
(a compute node in the p2p network) explores some area
of parameter space and informs its PSO neighbors when
a particular vector of parameters evaluates to a new best
value. We define PSO neighbor relations using the peer-to-peer
framework, which has certain implications. In the traditional,
centralized PSO, neighbor relations are static, symmetric and
defined a priori. In the Pastry framework, neighbor relations
are dynamic and are not symmetric. We accept the dynamic
neighbor relations as provided by Pastry, but keep the overall
number of PSO neighbors constant. Given the importance of
neighbor relationships to the performance of the PSO, we
made PSO neighbor relationships symmetric.

We take advantage of the flexibility of the PSO algorithm by
separating the fitness evaluation and the position calculation.
In order to make our system flexible, the particle’s responsibil-
ity is to maintain its current location and personal and global
best locations and to iterate from the current location to the
next location. Details of this are given in Section 6.

It should be noted that it was necessary to make only
minimal modifications to adapt the PSO algorithm to a peer-to-
peer context. PSO is inherently fault tolerant, has low message
traffic and is useful as a general purpose optimizer. The fault
tolerance of PSO comes through redundancy and ambivalence
to neighbor failures. It exhibits graceful degradation in the
face of increasing rates of failure. The fault tolerance and
graceful degradation both relate to the way PSO neighbors



contribute information. When a node disappears, its PSO
neighbors no longer receive its input, however, they remain
connected to their other PSO neighbors, so the algorithm can
continue to function. Since only useful results are passed
between particles, and because communication is local, at
least in the standard version of the algorithm, the number
of messages passed through the network is relatively small.
Another strength is that the PSO algorithm works with a
variety of fitness functions, which makes it possible to use PSO
as a steering mechanism for a wide variety of simulations. A
final advantage of PSO is that it maps well to an environment
with heterogeneous computing resources. Fast nodes are not
penalized when a slow node joins the network. Given the
communication mechanism, there is no scenario where one
node can cause the entire system (or even a neighborhood) to
slow down or block.

4. PEER-TO-PEER NETWORK

The peer-to-peer network software component provides
functionality to send and receive network messages in an
asynchronous, event-driven manner. Recent work in peer-to-
peer networks include definition of a common API[5] across
implementations which allows applications to explore chang-
ing the underlying peer-to-peer implementation; however, we
currently just use the Pastry[6] implementation. Pastry pro-
vides each node with a unique identifier and partitions a key
space across all nodes such that each node has a roughly
equal distribution of that key space. Nodes can join and leave
the network dynamically, and Pastry maintains the underlying
routing tables so that messages are efficiently transmitted to
the destination node; likewise, it performs redistribution of the
key space for the nodes to maintain the uniform distribution.
These capabilities provide for high scalability of the network
because the routing tables only need to maintain links to
a relatively few number of neighbors nodes for network
connectivity, and notification of network changes provides for
fault-tolerance that we utilize at the application layer.

Figure 1 shows a typical network topology for Patisserie.
Pasty has its set of neighbors for maintenance of the peer-
to-peer network topology and routing of messages; the PSO
neighbors are a subset of the Pastry neighbors which are used
by the PSO algorithm as part of its search mechanics. There-
fore, Patisserie automatically defines the PSO neighborhood
as an overlay network on top of the physical peer-to-peer
network, and adjustments to the peer-to-peer network due to
node joins and removals are automatically reflected in the PSO
neighborhood which keeps the neighborhoods balanced among
all particles for the PSO scheduling.

5. MANAGEMENT OF SIMULATION RESULTS

5.1. Storage and Backup Copies

When a simulation run finishes, the raw data files should be
saved such that those results can be queried and retrieved at a
later time. We make the assumption that the raw data is large in
size, so transferring the data from one node to another should
be avoided whenever possible. Likewise, in a large network,
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Fig. 1. Peer-to-peer network of sixteen machines each with two virtual nodes.
Each node has seven PSO neighbors represented by directed edges with the
topology defined by the Pastry network.

we assume that no shared file system is available; only local
storage on each compute node can be used. For this reason,
our design is to leave the raw data files on the local compute
node and just store referential data that points back to the
compute node. Our framework provides theStore, Lookup,
andRetrievemessage types which are implemented on top of
the distributed hash table functionality supplied by the peer-
to-peer network.Store takes a key/data pair; the key is the
computed value from the PSO evaluation function, and the
data is the referential information for the simulation results.
Lookup performs the inverse ofStore; given a key value it
returns the referential data associated with that key.Retrieve
is used if the raw data is desired, so given the referential data
from a Lookup message,Retrievewill transfer the raw data
files from the original compute node back to the requester.

Storage of a simulation result in the peer-to-peer network
requires transforming the result into the key space for the
network so that the appropriate node can be determined;
however, the peer-to-peer network key space generally has a
vastly different range. For example, the Pastry implementation
provides a2160 bit key space, so if the simulation produces
results in a small range then most likely all of those results
will get stored onto a single node in the network; this can
defeat both scalability and fault tolerance. The approach we
take is to scale that value to the key space range; this requires
that the simulation provides the range of values that will be
produced by the evaluation function. This, however, is not an



optimal solution because while we may have alleviated results
being all stored at a single node, the distribution of storage
across nodes is directly correlated to the distribution of results
generated by the simulations. If the distribution of results are
not uniform across the range, then the storage of results will
not be uniform across all the nodes in the peer-to-peer network.
We are continuing investigation into other techniques which
will provide better storage distribution.

Our framework must adjust to a dynamically changing
network environment. Nodes may leave or join the network
at any time. There are two viewpoints that can be considered;
one recognizes that simulation runs may be cheap so it is
more efficient to regenerate the simulation results when they
are lost. The other approach is to store backup copies of the
data on other nodes; this is often called replication but we
use the terminology of backup copies to avoid conflict with
the notion of replication runs for a simulation. Backup copies
need to be stored for both the referential data and for the raw
data files. Additional copies of the referential data is handled
by constructing slightly different key values, so the different
keys will be mapped and stored on different nodes in the peer-
to-peer network. If lookup fails on the main key, the backup
keys can be constructed for lookup. Backup copies of the raw
data files requires that the data be copied from one node to
another; then the referential data can hold names for all of
the nodes with copies, so the requester can try any of the
nodes to retrieve the data. Our framework does not currently
implement replication, but we intend to provide it in the future.
The main implementation consideration is how to generate
different key values that map to different nodes; one approach
we are investigating is using a permutation modulo based upon
the number of replications, so the key is shifted around the key
space in a circular fashion.

5.2. User Queries

If the researcher knows the exact PSO evaluation function
value then the lookup and retrieval functionality described
in the previous section is sufficient to get simulation results;
however, this is generally not the case. What we describe is
an algorithm for how the researcher can obtain the simulation
results for a range of values; and because referential data is
stored, the researcher can preview the query results before
deciding on retrieving the actual simulation data.

Structured peer-to-peer designs, like Pastry[6] and
others[7][8][9], provide functionality for exact match lookup
of key values, but we can build support for range lookups on
top of that functionality. Essentially when processing a range,
take the lower bound of the range and perform a exact match
lookup for the lower bound. Each node in the peer-to-peer
network knows the range of key values that it maintains, so
it compares its key range to the query range. If the node’s
key range covers the query range then the node holds all
the simulation results; otherwise, the node constructs a new
range using its key upper bound as the query lower bound
and passes the new range to its next peer neighbor. Each node
sends its results, even if null results, back to the requesting

node which combines the results from each subrange into a
total set of results.

6. IMPLEMENTATION

Here we present all relevant details of the Patisserie system
that were not explicitly covered in earlier sections. Figure 2
shows the architecture for a Patisserie node in the frame-
work. The ResultsManager sends and receives peer-to-peer
network messages using Pastry. Incoming messages related
to simulation results are handled by ResultsManager while
messages dealing with currently executing simulations are
forwarded to the SimulationManager. The SimulationManager
is responsible for management of the executing simulation; the
PSO algorithm is consulted for the set of parameter values
to be used, and simulation results are passed back to the
ResultsManager for storage in the peer-to-peer network. Both
the ResultsManager and the SimulationManager execute in
separate threads allowing them to work independently and
communication between the two is asynchronous.

Results
Manager

Simulation
Manager

PSO

Simulation

Pastry

Local Storage

Network

Fig. 2. Architecture of a Patisserie Node.

6.1. Simulation

The simulation is our black-box evaluation function. The
SimulationManager passes a vector to the Simulation and
the Simulation returns a scalar value. The generic structure
of this solution allows a broad range of simulations to be
evaluated using this framework. Should a research have a
custom-tailored implementation of the PSO, suited to the needs
of the associated simulation, our modular design will allow her
to replace the provided implementation.

In the Patisserie reference implementation, we provide 3
different implementations of the Simulation class. Two are
canonical examples from optimization and the third is a
research simulation. Researchers wishing to incorporate an
existing simulation into Patisserie should consult the Patisserie



Fig. 3. The Rastrigin Function in 2 Dimensions (Taken from [10].)

API JavaDocs, which are included in the reference implemen-
tation. Development snapshots of the reference implementation
are available from the authors upon request.

The two reference functions from optimization are DeJong’s
Sphere, Equation 2, and the Rastrigin function, Equation
3. Figure 3 shows the Rastrigin function in 2 dimensions.
This function is used to demonstrate the effectiveness of
optimization algorithms. It is an attractive choice given its
infinite local minima and single global minimum. DeJong’s
sphere is a relatively simple function that is routinely used to
measure the performance of optimization algorithms. In our
implementation, we evaluate both functions in 20 dimensions.

f(x) =
n∑

i=1

(x2
i ) (2)

f(x) =
n∑

i=1

(x2
i − 10 cos(2πxi) + 10) (3)

These functions were chosen for their simple implementa-
tion and their level of challenge to the optimization algorithm.
Also, owing to their prevalent use in optimization literature, we
have a reference point with which to compare our algorithm.

6.2. Virtual Nodes

For scalability testing, acquiring the utilization of thousands
of machines is not generally practical, so the solution is to
use virtual nodes. Virtual nodes are full peer-to-peer nodes
that reside within the same process; each has its own unique
node identifier but network communication and CPU usage
is multiplexed. Virtual nodes allow much larger networks to
be simulated; however, one has to be careful not to introduce
artifacts into the simulation by loading too many virtual nodes
onto a single machine. Pastry provides support for virtual
nodes by simply making additional nodes within the same

process, and each Pastry node gets its own ResultsManager
object for sending and receiving peer-to-peer network mes-
sages. The Patisserie framework creates a SimulationManager
object running in its own thread for each virtual node. In
terms of particle swarm optimization, each peer-to-peer node
corresponds to a particle, so virtual nodes allow multiple
particles to be executed on a single machine.

We can claim validity with results from virtual nodes as
we leverage the power of threads and make use of the delay
that we were forced to put in the evaluation process. Each
SimulationManager will evaluate its current location and then
sleep for a period of time. The length of the sleep dominates
by far the computation time, thus most threads are sleeping
most of the time. This allows the computation to be interleaved
without putting a burden on performance.

7. RESULTS

We will show that our approach yields good performance,
scalability and fault tolerance. Where certain simulations re-
main to be done, we have inserted discussion relating to
experimental setup and evaluation criteria. Where evaluations
have been run, we provide the results as well as discussion.

7.1. Performance Evaluation on Optimization Functions

Our first evaluation is a demonstration of the performance
of the system on the DeJong’s Sphere optimization function.
We present the results to demonstrate the behavior of the
working system. Figure 4 shows the trajectories of a sample of
particles for a 64 virtual node Patisserie as they optimize the
DeJong’s Sphere function; this implementation of the function
has a 20 dimension parameter space. Each particle is initialized
to a random position in parameter space and, as the figure
indicates, the particles converge in a relatively small number
of iterations to a minimum. The lines in the figure represent the
evaluation of a particle’s location over time. At the beginning
of the simulation, the particles are at relatively “high” points
in state space. As the simulation progresses, the individual
particles move to positions with a lower evaluation in state
space. This behavior is encouraging, as researchers will not
want to run many iterations of a long running simulation. It
is possible to decipher from the picture that several nodes are
in communication during the optimization routine. Several of
the lines display interesting similarities in terms of slopes and
curves.

Figure 5 shows the total number of iterations, or PSO
evaluations of a simulation, performed by all of the particles
versus the number of virtual nodes in the network for opti-
mizing a twenty parameter Rastrigin function. The simulation
is throttled with a five second delay to prevent flooding of the
network, and it is run until one of the virtual nodes reaches
a sufficiently small threshold value. The plot indicates that
a linear increase in the number of simulations performed is
obtained as the number of virtual nodes is increased; this
provides an initial indication that the system can be scaled
to a larger number of nodes. The base assumption is that
the execution time for a simulation is significantly greater
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Fig. 4. Optimization of DeJong’s Sphere by 64 virtual nodes

than the latency for peer-to-peer network messages; therefore,
storage of simulation results in the peer-to-peer network does
not significantly impact performance and scalability. If this
assumption is violated then the network will be flooded with
storage messages.

Figure 6 shows a different viewpoint versus Figure 5 with
the average number of iterations per node before the threshold
value is reached. The plot seems to indicate that the number of
iterations per node actually increases then tapers off as more
nodes are added to the system; however, the error bars show
significant overlap which makes that conclusion questionable.
A plausible explanation is that when one node has reached
the threshold, it takes longer to stop all of the nodes in a
larger network then in a smaller network; and in the meantime,
those nodes are continuing to run simulations. We need to
investigate further to determine if this behavior is an artifact
of our simulation runs or intrinsic to Patisserie. One would
expect that adding more nodes would make the convergence
to the threshold faster, but this is not a guarantee with the PSO
algorithm. However, Figures 5 indicate encouraging results
that adding more nodes to the network does provide more
exploration of the parameter space, due to more simulation
runs, which is one of the primary goals of Patisserie.

7.2. Evaluation Platform

All the testing and development was conducted on the NOM
Research Group Computing Cluster (NGCC). NGCC is a 10
node cluster comprised of 7 simulation servers (dual 650mHz
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Fig. 5. The average number of total iterations with error bars of five
replications for optimization of Rastrigin function on a Patisserie network
of 16, 32, 64, and 128 virtual nodes across 16 machines.

Pentium III, 2GB RAM), 2 database servers (1 dual 3.2gHz
Xeon, 2GB RAM, 1 dual 650mHz Pentium III, 2GB RAM)
and a file server (dual 650mHz Pentium III, 2GB RAM) with
attached 1.2TB storage. All machines run RedHat Advanced
Server 3.0. The system runs proprietary scheduling and load
balancing software, as well as the Condor system. We used
Condor’s scheduler to distribute and manage our simulations.

8. RELATED WORK

The AppLeS Parameter Sweep Template [1] is middleware
that attempts to simplify the use of computational grids for
Parameter Sweep Applications. Its focus is on scheduling
simulations in a grid environment. The application consists
of four different components: a Controller that acts as an
interface between the user and the Scheduler, a Scheduler
with several heuristics for scheduling jobs, an Actuator, which
implements the schedule and attempts to move input/output
data and processes around to minimize communication and
finally a Meta-Data Bookkeeper, which stores information on
observed and predicted resources, ie network performance,
application state, predicted load, etc. The AppLeS Scheduler
is better suited to the task of parameter sweeps, however, it
has a single point of failure and does not display the kind of
scaling behavior of the distributed PSO. Our project addresses
a niche that is not well served by APST, applications with
high parallelism and low input data requirements, but which
may require steering during the running of the application.
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Fig. 6. The average number of iterations per node with error bars of five
replications for optimization of DeJong’s Sphere on a Patisserie network of
16, 32, 64, and 128 virtual nodes across 16 machines.

AppLeS is designed to integrate well into a grid environment,
whereas Patisserie can be used as a stand-alone component.
The implications of this are that AppLeS can take advantage
of existing grid resources, but new users must become masters
of the grid environment in order to use it. Patisserie does not
require that users become familiar with grid tools and software,
but places the burden on the user of finding and accessing
computational resources.

The Organic Grid approach [3] uses an overlay network
to create a tree structure, where the root node is essentially
the master of the simulation and determines which jobs will
be scheduled on the child nodes. The child nodes, as in a
self-scheduled workqueue [11], query their parent for jobs
to execute. This approach, while interesting, suffers from
many of the same problems as a centralized approach, namely
any adaptation must take place at a central location and be
propagated down the tree. Our approach does not suffer from
this limitation, nor does it introduce the attendant problems
with a centralized approach: costly workarounds to recover
when a parent node dies and limited scalability. Additionally,
there is not an intuitive mapping between the tree-structured
hierarchy and the peer-to-peer network.

The latest contribution to this area is “Self-Organizing
Monte Carlo Optimization in Peer-to-Peer Networks” [2].
In this application the authors present a parameter sweep
application scheduler that is very similar to our proposed
architecture. The authors designate each machine in a grid

as a computational agent and connect these agents using an
overlay network. They use a given algorithm to ensure that the
overlay network displays several desired characteristics: it is a
scale-free network which has a small overall distance between
nodes in the graph, and it is resilient in the face of random
node failure. In this network, each agent begins working on
some piece of the optimization problem. When it finishes its
piece it compares its result to its neighbors. Agents discard
bad solutions and replace them with better solutions from their
neighbors and use this as a starting point in a local search. In
this way good solutions can propagate throughout the network
via local communication.

Although the SOMCOP2PN approach appears similar to
Patisserie, there are significant differences. The authors note
that their Monte Carlo optimization can be viewed as similar
to particle swarm optimization; however, their computation
network converges to a single solution while PSO continues
to randomly explore solution space which is more appropriate
behavior for parameter sweeps. Additionally, scale-free net-
works have the property that some nodes are hubs with a large
degree which means they have a disproportionate amount of
communication, and this property is a hinderance to scalability.
The authors suggest that this condition can be alleviated by
imposing a maximum degree; though this causes a deviation
from a scale-free distribution. By using the structured network
overlay provided by peer-to-peer networks, we can guarantee
that no single node has a inordinate number of neighbors and
still maintain a short distance between any two nodes in the
network. Our Query API makes the retrieval and management
of results feasible.

9. FUTURE WORK

In the future we intend to develop Patisserie by imple-
menting a more sophisticated version of the Particle Swarm
Optimization algorithm. Possible modifications include adding
an adjustment to the simple velocity maximum, such as the
inertia weights of Shi and Eberhart [12].

We would like to study the effects of indirection and storage
replication on the performance and scalability of the Query
API. Important results should be replicated on the network,
both for availability and performance (in terms of latency).

After some interesting results are found, the researcher may
wish to run multiple replications using different random seeds
for the simulation to statistically validate the results of the
single run. We intend to implement aReplicatemessage type
that specifies a parameter set, a number of replication runs
to perform, and optionally a set of random seeds to use; and
these replication simulations will be scheduled in the Patisserie
network. The raw data files from each simulation run can have
the random seed as part of its identification, so each replication
run will create separate raw data files that can be analyzed.
Beyond support for replication runs, we are investigating
the ability to allow additional metrics and computation to
be performed on simulation results without requiring a new
version of the simulation or framework executable to be
distributed.



Similarly we would like to investigate the effect of modi-
fying the neighborhoods so that they more closely correspond
to communication latency between nodes. Nodes with lower
communication latency should be more likely to be neighbors
than nodes with high latency. The effect of this modification
would be to reduce the cost of communication in the system.
However, one consequence of this would be to expose the
algorithm to site failures. A power outage or shut-down due
to a cooling system malfunction would affect nodes in the
same location. Nodes that were grouped by location would
suffer with the loss of (potentially) entire neighborhoods,
whereas if the neighbor relations were distributed evenly,
many neighborhoods would suffer the loss of a few neighbors.
Simulations are warranted to explore this issue and see if it
would affect the performance of the system.

10. CONCLUSION

We have demonstrated the Patisserie framework for con-
ducting parameter sweeps in a heterogeneous peer-to-peer
environment. Our demonstration system utilizes several canon-
ical functions from the optimization field. Based on our results,
we claim that we have met our goals of scalability and fault
tolerance and that we also have demonstrated the system under
a representative load.

Our results show that the Particle Swarm Optimization al-
gorithm is an excellent match for our simulation environment.
It is robust, displays graceful degradation and scales well.
Its performance as a general-purpose optimizer make it an
attractive choice in a context where a variety of simulations
and parameter spaces must be evaluated. Our Query API
provides simple, intuitive commands that are powerful and
extensible and aid considerably in the evaluation, storage and
management of simulation data. They display favorable scaling
properties and are resistant to random node failure.

We feel that our system goes beyond competing projects.
Our design is more fault tolerant and maps better to our project
domain than the Organic Grid. Our scheduling algorithm is
more robust than AppLeS, and our simple design and inter-
faces make our system more attractive to researchers who de-
sire a working system and not an education in grid computing.
Finally our design rivals that of the “Self-Organizing Monte
Carlo Optimization in Peer-to-Peer Networks”, mainly through
our use of the proven PSO algorithm and the advanced query
API. Overall our system is simple, easily extensible, highly
robust and ideally suited to the task of running simulations in
a peer-to-peer environment.
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