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Abstract
The early stages of high energy physics analyses involve 
processing large sums of data using long-running distributed 
workflows to reduce the initial amount of data into manageable 
datasets, often taking weeks. In turn, the latter parts of an 
analysis can take hours to produce results. However, latter 
analysis applications can be reshaped, resulting in 
near-interactive execution times. To facilitate application 
reshaping, improvements to application stack must be made. 
Improvements to the hardware capabilities of a compute cluster 
are one avenue to reduce the overall runtime of a given 
application by improving data access speeds for initial datasets. 
Additionally, improvements to the task scheduler can greatly 
reduce runtime by reducing data movement through improved 
data management techniques. Additionally, improved task 
execution paradigms reduce the overhead for task startup. In 
this paper, we present the improvements made via TaskVine, a 
workflow scheduler, that facilitated application reshaping for 
real-world physics application DV3.
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(Above) DV3 application executed on stacks 1, 2, 3, and 4. This 
configuration contains roughly 7500 tasks. Each run executed on 
200 12-core workers. 

(Above) Full scale execution of DV3. This workflow 
contains 175,000 tasks, executed on 600 12-core workers.

(Left Top) - Execution of 
DV3 with and without peer 
transfers (stack 1 & 2 and 3 
& 4 respectively). 

(Left Bottom) - DV3 task 
runtimes with Tasks (stack 
1, 2 snd, 3) and Function 
Calls/serverless (stack 4)
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